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1 Introduction 

Evaluation in the areas of cyber security, data visualisation, and virtual reality have 

historically been difficult and combining these areas has compounded the issue. Evaluation 

issues in these areas are presented in this section. 

1.1 Evaluation Difficulties 

There is a lack of evaluation for these types of visualisations which has led to unproven 

claims of effectiveness. Researchers acknowledge the lack of testing [1]–[3], and plan to 

rectify this in the future by conducting user-based evaluations. However, none of these 

researchers are yet to do so. The reason these inspiring researchers have not evaluated 

their systems is due to a lack of guidance on how they should be performed [4]–[7]. This 

paper proposes a solution to this lack of guidance by producing a list of evaluation metrics to 

inform the development of more effective and more regular evaluations in the future. 

1.2 Performance vs. Preference 

Papers that do include evaluations use subjective (non-observational) participant feedback 

to prove effectiveness rather than using objective (observational) analysis [8]–[10]. An 

example of this could be asking a participant which system they thought was quicker rather 

than timing them. This style of subjective evaluation is discouraged by other researchers 

who explain that participants can prefer systems that actually perform worse, due to 

aesthetics, novelty, and familiarity [11]–[14]. When using non-observational metrics to 

evaluate a system you are not investigating the effectiveness of a system but instead 

investigating a participant’s opinions of its effectiveness. Non-observational metrics can give 

valuable insights into user satisfaction [15], however they should not be used alone to 

measure the effectiveness of a system when observational metrics are available.  

Understanding the availability of observational and non-observational metrics is difficult due 

to the infancy of and lack of literature concerned with this combined field. This paper 

resolves this issue by surveying and dividing existing evaluation metrics into observational 

and non-observational categories that will better inform future research and produce more 

accurate assessments of system effectiveness. 
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2 Related Work 

Virtual reality visualisations cannot be evaluated with traditional metrics. Cyber security data 

visualisation evaluations have expectations that are not applicable when viewing data in 

virtual reality # ref – repurpose cyber refs from para below? #, most notably: 

1. The data will be viewed on 2-dimentional displays. 

2. The data will be viewed from a single perspective. 

3. The data will be displayed with a consistent background. 

4. Interaction methods will involve a mouse, trackpad, keyboard, or touch screen. 

5. Users will have experience with input methods and output formats. 

Virtual reality visualisations cannot be evaluated with traditional metrics and therefor 

research needs to be conducted into metrics specific to this combined topic area. Gathering 

and analysing evaluation metrics is common practice in cyber security, data visualisation, 

and virtual reality [9], [16] # add more refs, see Notion - Related Work #. However, there has 

yet to be a synthesis of metrics for works overlapping in these topics as evidenced in section 

1.1.  

# why is the below important? # 

Past works that survey evaluation metrics have also identified the importance of separating 

metrics into observational and non-observational categories [9], [16] # <- Maybe add more if 

I can #. However, none of these papers simultaneously surveys metrics from all three topics 

of cyber security, data visualisation, and virtual reality. 

2.1 Other efforts 

Other researchers have identified the lack of guidance in this area and produce solutions in 

the form of defining tasks that should be conducted during an evaluation [14], [17]–[20]. 

However, there is no explanation of how the tasks should be used to gauge effectiveness. 

This paper supplies this missing information by documenting the metrics that can be used 

when evaluating task effectiveness. 

2.1.1 Non-user evaluations 

~ An evaluation framework for network security visualizations 

- list of metrics of how judge cyber security data viz *Programs* 

  



 

 

3 Methods 

User-based evaluation metrics were researched from the three overlapping topics of cyber 

security, data visualisation and virtual reality (Figure 1). Metrics applicable to the overlap of 

all three topic areas were documented. The methods used to find and document these 

metrics is discussed in this section. 

 
Figure 1 - Venn diagram of survey topic areas 

3.1 Search method 

Due to the small number of papers specifically concerned with all three topic areas this 

research also investigated any paper residing in one of the topic areas that involved user-

based evaluation. Priority was given to papers that overlap two or more of the topic areas, 

however these were scarce due to the difficulties discussed in section 1.1. The search for 

new papers continued until no new meaningful metric was discovered after a considerable 

length of time. The term “Virtual Reality” in the search context also includes augmented 

reality, extended reality, and digital stereoscopy. The full list of topic areas surveyed for user-

based evaluation metrics is shown in Figure 2 and is grouped into areas of survey priority (1 

= highest, 3 = lowest). 

 
Figure 2 - Grouped list of surveyed topic areas 
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The search terms were used with a range of databases, most notably: 

• IEEE 

• Association for Computer Machinery 

• Semantic Scholar 

• Springer 

• ScienceDirect 

3.2 Metric categories 

The discovered metrics were divided into the two categories of observational and non- 

observational. Observational metrics are gathered passively from participants solely through 

observing and/or recording their actions and should be gathered without a participant’s 

active awareness. An example of an observational metric would be the length of time it takes 

a participant to perform a given task. The observational metrics were further subdivided into 

four sub-categories: 

1. Precision. The accuracy of participants at performing tasks and discovering insights. 

2. Period. The measurement of time taken to perform actions during the experiment. 

3. Progression. Tracking the physical movement of a participant during the experiment. 

4. Portion. Relating to counting the occurrences of actions or outcomes. 

Non-observational metrics are gathered actively from participants by interacting with them 

for the purpose of data gathering. An example of a non-observational metric would be an 

interview where participants are consciously aware that they are providing feedback. The 

non-observational metrics were further subdivided into four sub-categories: 

1. Procurement. Defines a subjective method of gathering information from participants 

without explicitly defining the question or discussion topic used. These should not be 

considered as standalone evaluation metrics but instead be used as a method to 

gather other non-observational metrics. 

2. Physiological. Relating to a participant’s physiological response to the experiment. 

Examples include nausea and fatigue. 

3. Psychological. Relating to a participant’s emotional or mental response to the 

experiment and attempts to gauge the subconscious impact of an experiment. 

4. Personal. Feedback given by participants portraying their opinions of aspects of the 

experiment. 

3.3 Distribution 

Papers were surveyed as evenly as practicable between the three topic areas. As shown in 

Figure 3 there were less cyber security papers surveyed compared to the other areas. This 



 

 

was due to a lack of relevant user-based evaluation papers in this area. Although the reason 

for this absence of papers cannot be unequivocally identified it is likely due to the added 

difficulty in obtaining access to SOCs, security analysts, and security datasets. #find 

reference for this#  

 

Figure 3 - Distribution of surveyed papers between the three topic areas 

 

 



 

 

4 Results 
Table 1 - Non-Observational Metric Data 



 

 

 

Table 2 - Observational Metric Data 



 

 

A total of 54 metrics were discovered from 34 papers. Each metric is listed in order of 

frequency and shown in Table 1, Table 2, and defined in sections 4.1 and 4.2. There are 22 

observational metrics and 32 non-observational metrics. Metric frequency tables are given in 

the appendix under Table 4 and Table 5. 

In the metric descriptions a “task” is any activity or group of activities performed by 

participants during an experiment. The term task in this context can also be used to refer to 

the entire experiment. Examples of tasks have not been included as they will vairy 

depending on the goals of the system being evaluated. In the metric descriptions an “event” 

is something that happens (scripted or unscripted) during a task or group of tasks. An 

example of an event would be a security alert that appears two minutes after starting a task. 

4.1 Observational Metrics 

Precision 

1. Task accuracy/True positives. The number of correctly performed actions or 

identified events during the task. Accuracy at which a participant performs the task 

[9], [16], [21]–[39]. 

2. Missed events/False negatives. The number of events missed during the task [16], 

[21], [25], [26], [30], [35], [40]. 

3. False positives. The number of incorrectly identified events [25], [26], [29], [30]. 

4. True negatives. The number of correctly ignored irrelevant events [25], [26], [30]. 

5. Depth of insights. The number of insights generated from a low percentage of data 

points [34]. 

6. Breadth of insights. The number of insights gathered from a high percentage of data 

points [34]. 

Period 

1. Time taken to perform task. Length of time taken to perform the task [9], [22], [24]–

[26], [29]–[33], [35]–[41]. 

2. Reaction time. Length of time taken to start responding to an event [27], [28], [30]. 

3. Response time. Length of time taken to finish responding to an event [38]. 

4. Learning time. Length of time taken to learn how to perform the task [42]. 

5. Time looking at objects. Length of time spent looking at different virtual elements 

[31]. 

6. Travel time. Amount of time spend moving compared to being stationary [31]. 

Progression 

1. Head movement. Physical rotation and translation of the participant’s head [9], [16], 

[36]. 



 

 

2. Body movement. Physical locomotion of the participant [36], [43]. 

3. Controller movement. Physical movement of the controllers. Includes the movement 

of a participant’s hands if using hand tracking [43]. 

4. Travel distance. Total distance travelled during a task. Can be physical or virtual 

movement [31]. 

5. Eye movement. Distance a participant’s eyes move when performing a task [26]. 

Portion 

1. Insights discovered. Number of insights discovered during the task [24], [26], [34]. 

2. Interacted elements. Number of times participants interact with virtual elements [26], 

[29], [43]. 

3. Words spoken. Number of words spoken between participants during a cooperative 

task [27], [28], [30]. 

4. Steps to recovery. Number of steps/procedures a participant takes to recover from a 

mistaken input or interaction [26].  

5. Gaze change. Number of times or frequency which a participant changes the 

element they are looking at during the task [31]. 

4.2 Non-Observational Metrics 

Procurement 

1. Questionnaire. A set of pre-defined written questions given to participants to answer 

before, during and/or after undertaking the task. Questions can be qualitative or 

quantitative. Quantitative questions often use a Likert scale structure [21]–[28], [31], 

[35], [39], [40], [42], [44], [45]. 

2. Interview. An informal discussion (but can also be formalised) about the tasks 

performed. Discussion direction is often led by the participant’s most memorable and 

noteworthy interactions, although the discussion can also be led by the interviewer 

[8], [23], [25], [26], [32], [40], [46], [47]. 

3. Thinking aloud. Participants vocalize their thoughts while performing the task. Their 

words are transcribed for future analysis [24], [25], [29], [34], [46]. 

4. Post task test. Participants take a test after performing the task. Test scores are used 

to gauge the impact of the task. This technique is commonly used to understand the 

memorability of data presented during the task [23], [28], [29], [42]. 

5. User Experience Questionnaire. Gathers a participant’s psychological response of a 

system after performing the task [22], [23], [46]. 



 

 

6. Differential emotion. Gathers participant’s emotional response to the task. Looks at a 

wide range of psychological responses including emotions such as interest, 

enjoyment, anger, and fear [44]. 

7. Pre task test. Participants take a test before performing the task. Test scores are 

used to understand a participant’s pre-existing knowledge of the topic [23]. 

Physiological 

1. Physical demand/Fatigue. Amount of physical exhaustion caused by the task [9], 

[22], [27], [34], [39]. 

2. Nausea. Extent of nauseousness induced by the task [9], [23], [39]. 

3. Dizziness. Extent of dizziness induced by the task [9]. 

4. Reality. Similarity the virtual environment has to real reality [9]. 

5. Comfort. The physical comfort of wearing and using the virtual reality equipment [9]. 

Psychological 

1. Performance demand/Mental effort. Amount of mental exhaustion caused by the task 

[9], [22], [27], [34], [36], [39]. 

2. Satisfaction. Amount of enjoyment derived from the task [24], [32], [34], [45], [48]. 

3. Immersion/Presence. Depth of mental involvement while within the virtual 

environment [39], [44], [48]–[50]. 

4. Frustration. Amount of frustration caused by the task [22], [27], [33], [39]. 

5. Stimulation/Motivation. Level of enthusiasm, inspiration and engagement incited by 

the task [48], [49], [51]. 

6. Intuitiveness. Ease at which participants understood and felt comfortable with the 

task and/or interaction method [9], [25]. 

7. Novelty. The originality and unusualness of the task [51]. 

8. Temporal demand. The pressure the participant felt to perform the task at a specific 

pace or within a specific timeframe [27]. 

9. Situation awareness. The ease at which participants can gain situational awareness 

[30]. 

Personal 

1. Usability. Perceived ease of use of the system [9], [24]–[26], [28], [39]–[41], [44], [45], 

[48], [51]. 

2. Effectiveness/Usefulness. Ease at which the task can be completed in relation to 

alternative methods of completing the task [22], [25], [28], [29], [45], [47], [48], [50]. 

3. Perceived accuracy. Participant’s opinion on their performance and accuracy during 

the task [9], [22], [24], [25], [27], [39], [45]. 



 

 

4. Preference. A participant’s personal preferred task. This metric should only be used 

when comparing between different approaches [9], [22], [25], [26], [32], [39]. 

5. Intention to use. Likeliness the participant believes they will continue using the 

system shown during the experiment in the future [25], [45], [47]–[49]. 

6. Learnability. Perceived ease at which the task was learnt and understood [9], [25], 

[33], [36], [45], [48]. 

7. Perceived speed. Participant’s opinion on their speed during the task [9], [45]. 

8. Cooperation. Level of cooperation encouraged and facilitated by the task and 

environment [42]. 

9. Attractiveness. How visual appealing the participant thinks the system is [25], [51]. 

10. Problem–solving capability. Perceived aid the environment gave to solving the task 

[49]. 

11. Familiarity. The similarity the interface has with other systems used by the participant 

[30]. 

  



 

 

5 Discussion 

Of the 34 papers surveyed 4 (11.76%) used only observational metrics, 9 (26.47%) used 

only non-observational metrics while the remaining 21 (61.76%) used a mixture of 

observation and non-observational metrics. Although most papers (75.53%) use at least one 

observational metric there is still a large amount (26.47%) that use only subjective metrics 

during evaluation and have no form of empirical validation. This gives further evidence to the 

claims made in section 1.2 that there is a lack of objective evaluation in this area. 

Observational metrics were used a total of 74 times and non-observational metrics were 

used a total of 128 times. This equates to an average of 2.18 observational metrics and 3.76 

non-observational metrics per paper. This shows a preference for non-observational metrics 

with the average paper using more non-observational metrics than observational metrics. 

Considering each topic area independently also shows a preference for non-observational 

metrics as shown in Table 3. There are three potential explanations for this preference: 

1. There is large number of non-observational metrics compared to observational 

metrics meaning there are more non-observational metrics to choose from. 

2. Observational metrics are typically more difficult to measure as apparatus needs to 

be used to record participant actions compared to asking participants their opinions. 

3. There is a lack of understanding around the detrimental impact of using only non-

observational metrics. 

Table 3 - Average number of metrics used per paper in each topic area and in combination 

 Observational Non-Observational 

Cyber Security 3.15 3.85 

Data Visualisation 2.59 4.06 

Virtual Reality 1.55 3.59 

Combined 2.18 3.76 

A table containing the surveyed metric data can be found on GitHub [52]. 1 

 

 

 

 

  

1 https://github.com/danieljharris/Evaluation_Metrics 

https://github.com/danieljharris/Evaluation_Metrics


 

 

6 Conclusion and Future Work 

Evaluations of work combining cyber security, data visualisation, and virtual reality are 

scarce due the infancy of the area and a lack of existing guidance (section 1.1). Evaluations 

that are conducted have an over reliance on subjective metrics, producing evaluations that 

analyse participant opinions of a system instead of objectively analysing it (section 1.2). This 

paper highlights these shortcomings and provides guidance on how to avoid them in future 

evaluations. Guidance is given in the form of listing, defining, and categorising metrics from 

user-based evaluations. Metric are categorised as “observational” or “non-observational” 

(section 3) to highlight the differences between reviewing a participant’s opinions of a system 

and objectively analysing a participant’s interactions with a system. All metrics are presented 

and defined in section 4. 

Statistical analysis was performed to observe the differences between observational and 

non-observational metric use in the surveyed papers (section 5). The results show that 

26.47% of papers do not use observational metrics when performing evaluations and rely 

solely on participant opinion to gauge the effectiveness of their systems, even though there 

is research warning against this practice (section 1.2). Potential reasons of this are a lack of 

guidance, an abundance of non-observational metrics, and added difficulty when using 

observational metrics. 

By surveying, categorising, and presenting these metrics this paper provides guidance to 

produce better user-based studies and evaluations for future works that combine cyber 

security, data visualisation, and virtual reality. 

Future work in this area could investigate and compare the depth of insights provided by 

each of metric during a user-based study to identify which metrics are better suited in 

specific scenarios. Additional work could also convert each metric into a criterion used for 

specific use cases. Examples of this work could be to set a criterion that stipulates the “Time 

taken to perform task” metric be less than 5 minutes per for all triage analysis tasks for a 

given system. 
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9 Appendix 

Table 4 - Observational metric frequencies 

Observational Metric Frequency 

Task accuracy/True positives 21 

Time taken to perform task 17 

Missed events/False negatives 7 

Head movement 4 

False positives 4 

Insights discovered 3 

Interacted elements 3 

True negatives 3 

Reaction time 3 

Words spoken 3 

Body movement 2 

Response time 1 

Learning time 1 

Depth of insights 1 

Breadth of insights 1 

Controller movement 1 

Gaze change 1 

Time looking at objects 1 

Travel distance 1 



 

 

Travel time 1 

Steps to recovery 1 

Distance of eye movement 1 

 

Table 5 - Non-observational metric frequencies 

Non-Observational Metric Frequency 

Questionnaire 15 

Usability 12 

Interview 8 

Effectiveness/Usefulness 8 

Perceived accuracy 7 

Performance demand/Mental effort 6 

Perceived Learning Effectiveness 6 

Preferred 6 

Satisfaction 5 

Physical demand/Fatigue 5 

Immersion/Presence 5 

Intention to use system 5 

Thinking aloud 5 

Post task test 4 

Frustration 4 

Stimulation/Motivation 3 

User Experience Questionnaire 3 

Nausea 3 

Attractiveness 2 

Perceived speed 2 

Intuitiveness 2 

Reality 2 

Cooperation 1 

Differential emotion 1 

Problem–solving capability 1 

Novelty 1 

Comfort 1 

Dizziness 1 

Pre task test 1 

Temporal demand 1 

Situation Awareness 1 

Familiarity 1 

 

 


